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On September 30, 2021, a saildrone uncrewed surface vehicle intercepted

Hurricane Sam in the northwestern tropical Atlantic and provided continuous

observations near the eyewall. Measured surface ocean temperature

unexpectedly increased during the first half of the storm. Saildrone current

shear and upper-ocean structure from the nearest Argo profiles show an initial

trapping of windmomentum by a strong halocline in the upper 30m, followed by

deeper mixing and entrainment of warmer subsurface water into the mixed layer.

The ocean initial conditions provided to operational forecast models failed to

capture the observed upper-ocean structure. The forecast models failed to

simulate the warming and developed a surface cold bias of ~0.5°C by the time

peak winds were observed, resulting in a 12-17% underestimation of surface

enthalpy flux near the eyewall. Results imply that enhanced upper-ocean

observations and, critically, improved assimilation into the hurricane forecast

systems, could directly benefit hurricane intensity forecasts.
KEYWORDS

tropical cyclones, saildrone intercept, enthalpy flux, salinity stratification, temperature
inversions, ARGO, seagliders, hurricane monitoring and forecasting
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1 Introduction

Protecting life and property from the threats of hurricanes

depends on timely and accurate storm track and intensity forecasts.

During the past decade, increases in the accuracy of storm track

predictions have substantially outpaced those for intensity

(Gopalakrishnan et al., 2022). The transfers of heat and

momentum across the ocean surface during tropical cyclone (TC)

development largely affect storm intensity when mid-to-upper

tropospheric conditions are conducive to storm development

(Emanuel, 1986). Sea surface temperature (SST) is known to

influence tropical cyclone (TC) intensity and has long been used

as a statistical predictor (Kaplan et al., 2010). SST and other ocean

characteristics are presently incorporated in the numerical models

used to support TC prediction (Yablonksy et al., 2015), wherein

accurate prediction of the heat transfer from the ocean requires

accurate prediction of SST near the eyewall (Emanuel, 2003). These

factors draw our attention to the output from ocean models and

ocean-atmosphere models used in operational hurricane forecast

systems and the benefits that might be achieved with further

improvements to them (Domingues et al., 2019).

During the 2021 Atlantic hurricane season, five saildrone

uncrewed surface vehicles were deployed in selected areas of the

northwestern tropical Atlantic, Caribbean, and South Atlantic

Bight. Saildrones use solar panels and batteries to power

navigation, telemetry and sensors, and vertically oriented wings

and wind for propulsion. To withstand hurricanes, the wings of the

2021 deployment were reduced in height and strengthened

compared with other missions. One of the saildrones, SD-1045,

was remotely navigated to intercept Hurricane Sam on 30

September when it was 350 km northeast of Puerto Rico (Foltz

et al., 2022) and Category 4 on the Saffir-Simpson hurricane wind

scale. This marked the first time a saildrone successfully collected

and telemetered its data through a hurricane. Sam was the 2021

Atlantic hurricane season’s strongest and longest-lived storm

(Pasch and Roberts, 2022), and one of the longer-lived Atlantic

hurricanes since basinwide satellite monitoring began in 1966 (c.f.

Landsea 2007; Vecchi and Knutson, 2011): For example, with a total

of 7.75 days at or above Category 3, Sam ranks, at the time of

manuscript preparation, as the 5th longest-lived major Atlantic

hurricane in the satellite era of the International Best Track Archive

for Climate Stewardship (Knapp et al., 2018) data set.

The direct and continuous measurements collected by SD-1045

in Sam offer an opportunity to expand upon previous studies that

used observations such as satellite-derived products and profiling

floats to examine the ocean surface response to TCs in tropical

Atlantic regions affected by freshwater from the Amazon and

Orinoco Rivers (Reul et al., 2014; Rudzin et al., 2019; Rudzin

et al., 2020; Sanabia and Jayne, 2020; Le Hénaff et al., 2021; Sun

et al., 2021). Here we evaluate Hurricane Weather Research and

Forecasting (HWRF) Model output with a focus on the ocean’s

response to Sam and the impact of errors in the initial conditions

provided to HWRF by the Global Real-Time Ocean Forecast System

(RTOFS). We find substantial biases in the operationally predicted

(HWRF) ocean surface temperature response that are linked to

errors in the model ocean initial conditions (RTOFS). We then
Frontiers in Marine Science 02
quantify the effects of the surface temperature biases on surface

enthalpy flux and discuss their implications for intensity forecasts.
2 Materials and methods

2.1 Saildrone observations

Wind speed and direction were measured with a 20-Hz

anemometer mounted atop the wing. Synchronous measurements

from the vehicle’s inertial measurement unit and global navigation

satellite system allow geo-referenced wind velocity to be calculated

onboard (Zhang et al., 2019). The connectivity needed to account

for vehicle motion was nearly continuous during intercept

(Figure 1C). One-minute averaged wind speed and gusts were

reported in near-real time and are used herein (Figure 1A), with

gusts defined as the maximum 3 s average within a 1-minute period.

Measurement height depends on vehicle pitch and roll. The mean

measurement height for SD-1045 on 30 September was 3.24 m with

a standard deviation of 0.20 m (Figure 1D). Wind speeds are

reported without reference height adjustments unless otherwise

noted. Ricciardulli et al. (2022) compared the SD-1045 wind

measurements collected on 30 September to co-located satellite

winds and found agreement within the 10% uncertainty expected

for satellite measurements. This included the Advanced Microwave

Scanning Radiometer 2 (AMSR2) TC-wind satellite overpass at

1708 Universal Coordinated Time (UTC), which measured a co-

located wind speed of 45.2 m s-1 compared to the corresponding 10

minute-average saildrone measurement of 41.5 m s-1 (Ricciardulli

et al., 2022).

Relative humidity and air temperature sensors were installed 2.3

m above the water line. A low bias in relative humidity, identified

through buoy comparisons at the start of this mission and with

similarly equipped vehicles in the tropical Pacific, was corrected by

adding 4%, up to a maximum of 100%. Conclusions are not affected

by this adjustment. Surface pressure was measured at 0.2 m height

and Photosynthetically Active Radiation (PAR) at 2.6 m height.

Incoming solar radiation was estimated from PAR (Garcıá-

Rodrıǵuez et al., 2020) and was found to be greatly reduced,

compared to clear-sky daytime conditions, under convective clouds

in the hurricane’s eyewall. Near-surface seawater temperature and

conductivity were measured 1.5 m below the vehicle water line. The

1.5 m temperature will be referred to as SST hereafter and was found

to be in close agreement with underwater glider (Eriksen et al., 2001;

Goni et al., 2017; Testor et al., 2019) temperatures averaged over 0–10

m depth when the saildrones and gliders were co-located (< 10 km

apart) north and south of Puerto Rico (Supplementary Text 1). See

Zhang et al. (2023) for a discussion of how near-surface glider and

saildrone temperature and salinity differences varied with vehicle

separation. Saildrone SST also showed close agreement with

independent measurements from thermistors mounted on the

saildrone hull at 0.5 m depth in other missions that sampled TCs,

supporting the accuracy of saildrone SST in high-wind, overcast

conditions (Supplementary Text 1 and Supplementary Figure 1).

RTOFS simulated little temperature variation between 0 and 2 m

depth during our study period (within 0.01°C on 30 September)
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implying that saildrone SST offers an appropriate comparison to

RTOFS SST for this analysis. The sensor-resolution (1 Hz)

conductivity measurements collected near the core of Sam showed

negative spikes that may have been caused by air bubbles entering the

conductivity cell. The spikes were flagged by comparison with valid

measurements apparent in each 1-minute sampling period and

removed prior to calculating the 1-minute average salinity used in

this study. Ocean currents in the upper 100 m were measured by an

Acoustic Doppler Current Profiler (ADCP) mounted at 1.9 m depth.

Other saildrone measurements include surface wave height and

period. A schematic showing sensor location on the vehicle is

provided in Figure 2. The complete sensor list is provided in

Supplementary Table 1.
2.2 Other observations

Upper-ocean temperature and salinity profiles were provided by

Argo float-dive numbers 5906436-015, 6902766-165, and 4902326-

116 (Figure 3). Uppermost measurements were between 0.2 m and

4.0 m depth, with vertical resolution thereafter between 1 m and
Frontiers in Marine Science 03
2 m. Profile dates, locations, times and distances to the hurricane

intercept and closest distance to the track of the storm center are

listed in Table 1. An Airborne Expendable Bathy Thermograph

(AXBT) was deployed ahead of Sam at 1120 UTC 29 September,

approximately 200 km east of Argo profile 6902766-165

(Table 1; Figure 3).

Hurricane track information was provided by the International

Best Track Archive for Climate Stewardship (IBTrACS; Knapp et al.,

2018) project. IBTrACS combines 6-hourly records from the North

Atlantic Hurricane Database version 2 (HURDAT2; Landsea and

Franklin, 2013) with intermediate advisories to produce a 3-hourly

record. Additional storm track information was provided by United

States Air Force aircraft reconnaissance (Figure 3).

SST gradients in the vicinity of SD-1045 were estimated using

Group for High Resolution Sea Surface Temperature (GHRSST;

version 4.1) and Optimum Interpolation Sea Surface Temperature

(OISST; version 5.1) data. These daily SST data sets were made

available by NASA Jet Propulsion Laboratory (JPL) and Remote

Sensing Systems (RSS), respectively. GHRSST and OISST have been

used to estimate the effects of SST advection and SST response in

the hurricane environment previously (e.g., Rudzin et al., 2019;
A B

DC

FIGURE 1

(A) One-minute averaged, earth-relative wind speed and gusts measured by the anemometer; (B) same as (A) except adjusted to 10-m height
neutral wind speed using the COARE 3.5 algorithm; (C) fraction of 20-Hz wind measurements with Inertial Mesaurement Unit (IMU) and Global
Navigation Satellite System (GNSS) connectivity needed to remove vehicle motion effects from the wind measurements; (D) height of the
anemometer above the vehicle water line. The time interval shown includes the period over which 1-min averaged hurricane strength winds (>33 m/
s) at 10-m height were measured by the vehicle (i.e., 1316–1824 UTC).
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Sun et al., 2021). OISST has a spatial resolution of 0.25° latitude by

0.25° longitude. GHRSST has a finer spatial resolution of 1 km.

GHRSST, however, has been shown by Jaimes de la Cruz et al.

(2021) to have an in-storm SST bias up to 0.6°C, which is close to

the SST bias between the saildrone and the model output (RTOFS

and HWRF) that we investigate (~0.5°C). The spatial resolution of

GHRSST is also on the order of the distance that the saildrone

drifted during storm overpass (as discussed below), meaning that

evaluation of the effects of SST gradient advection relative to the

saildrone are, at best, at the detection limit of the available SST

gradient information. Hence, the uncertainty associated with the

gridded SST product likely prevents a high-confidence assessment

of the effects of the advection of the SST gradient on the saildrone

SST. While we acknowledge this limitation, we have nonetheless

chosen to offer such an assessment in Section 3.4 with the

qualification that it should not be considered main support for

the conclusions, but rather, complementary to the main analyses

presented in Sections 3.2 and 3.3.
2.3 Air-sea flux calculations

Air-sea momentum (t), latent (Ql) and sensible (Qs) heat fluxes

were calculated in parameterized form (Cronin et al., 2019):

tx =   r  Cd   S   dU ,     ty =   r Cd   S   dV

Ql =   r   Lv  Ce   S   dQ

Qs =   r   cp    Ch   S   dT
Frontiers in Marine Science 04
using the Coupled Ocean-Atmosphere Response Experiment

(COARE) 3.5 algorithm (Fairall et al., 2003; Edson et al., 2013). tx
and ty are the zonal and meridional components of wind stress; r is

air density. dU and dV are the zonal and meridional components of

the surface-relative wind vector, calculated by subtracting the

uppermost (6 m depth) ADCP current vector from the geo-

relative wind vector. S is surface-relative wind speed. dQ and dT

are the near-surface ocean to atmosphere differences in specific

humidity and temperature (SST). Specific humidity is assumed to be

very near its equilibrium value at the ocean surface and is, thus, a

function of SST. Lv is the latent heat of vaporization, and cp is

specific heat at constant pressure. Cd, Ce and Ch are the exchange

coefficients for momentum, latent and sensible heat flux. Little

observational evidence is available to evaluate coefficient behavior

for S > 25 m s-1. Therefore, for S > 25 m s-1, we assumed that surface

roughness length saturated at the mean value predicted by COARE

3.5 for 23< S< 25 m s-1, resulting in Cd ~3.0×10
-3 for S > 25 m s-1.

This assumption follows Ricciardulli et al. (2022) and is motivated

by the Black et al. (2007) and Chen et al. (2013) findings that Cd is

invariant with wind speed above 25-30 m s-1. Following Black et al.

(2007), we estimate air-sea enthalpy flux as the sum of surface latent

and sensible heat flux. The resulting saildrone enthalpy flux is

similar to the Coupled Boundary Layer Air-Sea Transfer (CBLAST)

parameterization (Chen et al., 2007).
2.4 Operational hurricane forecast models

HWRF is an atmosphere-ocean model developed for TC

applications (Biswas et al., 2018). In 2021, 3-D temperature and

salinity fields from daily RTOFS nowcasts (a.k.a. analyses) were
FIGURE 2

Hurricane-wing saildrone sensor schematic. See Supplementary Table 1 for sensor make and model, installation height, sampling frequency and
nominal accuracy.
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TABLE 1 Locations of nearest, pre-storm Argo Profile (AP) and Airborne Expendable Bathy Thermograph (AXBT) profiles.

Short
Name

Platform
Number_Cycle
Number

Lat.
(°N)

Long.
(°W)

Collection Date
Time
(2021, UTC)

Days
to
intercept

Distance to
intercept, in
km (RMW)

Closest distance to
storm center, in
km (RMW)

AP1 5906436_015 23.4 61.1 9/22 1000 8.25 158 (5.3) 45.7 (1.5)

AP2 6902766_165 20.8 58.9 9/25 0800 5.33 237 (7.9) 25.8 (0.86)

AP3 4902326_116 21.4 62.3 9/24 0500 6.46 303 (10.1) 263.5 (8.9)

AXBT N/A 20.7 57.0 9/29 1122 1.19 380 (12.7) 102.6 (3.42)
F
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The distances listed in the 7th column are those between the profile locations and the eventual storm intercept at 22.8°N, 59.9°W. The distances are given in absolute units (km) and normalized by
the radius of maximum wind (RMW) reported by aircraft reconnaissance of Sam at 1728 UTC (30 km). The 8th column lists the distances of the closest approach of the storm center to the profile
locations, based on linear interpolation of the 3-hourly IBTrACS storm-center data to hourly resolution. The location of AP2 was passed over by the left-side eyewall at ~05 UTC 9/30, based on
the eye diameter determined by aircraft reconnaissance at 0540 UTC 9/30 (see Figure 3).
The time spans in the 6th column are those between the profile collection times and 9/30 16 UTC, when the saildrone was near the eyewall of Hurricane Sam.
A

B

FIGURE 3

(A) SAR 10-m height wind speed field from RADARSAT-2. The SAR measurement occurred ~6 hours before SD-1045 was closest to the center of
Hurricane Sam, when Sam was moving toward the saildrone at 6.32 m s-1. SD-1045’s positions at the listed times are shown by small, open black
circles. The black line intersecting the figure is the path of Sam’s center according to IBTrACS, with its 3-hourly center position shown in color
coded circle markers. The gray lines to its right show the extent of the RMW estimated using aircraft (dashed) and IBTrACS (solid) center fixes. The
eye diameters (black circular contours) and storm center positions at 0540 and 1728 UTC 9/30 (small white circles) were provided by aircraft
reconnaissance. The locations of Argo Profile (AP) 1, 2 and 3, and the 1120 UTC 9/29 AXBT are shown with small yellow circles. (B) The black line
shows the distance between SD-1045 and the IBTrACS center of Sam on 9/30, normalized by the RMW (30km). The times of other relevant
measurements are marked, as follows: 1) AF1 = First Air Force storm center fix; 2) SAR = collection time of winds shown in panel (A); 3) BT = Infrared
Brightness Temperature shown in Figure 4; 4) WM1 = First saildrone wind speed maximum; 5) PAR maximum; 6) WM2 = Second saildrone wind
speed maximum; 7) AF2 = Second Air Force storm center fix. The green and purple lines show the 1-minute saildrone wind speed and
PAR, respectively.
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used to initialize the ocean component of HWRF, namely the

Princeton Ocean Model. RTOFS was itself initialized with fields

from the Navy Coupled Ocean Data Assimilation (NCODA)

system, which used 3-D multi-variate data assimilation

(Cummings, 2005) to incorporate observations such as ocean

temperature and salinity profiles from Argo floats. RTOFS

incorporates momentum, radiation, and precipitation flux forcing

from operational NOAA Global Forecast System (GFS) fields, and

the resulting 3-D RTOFS temperature and salinity fields valid each

day at 00 UTC were used to initialize the four daily HWRF runs (00

UTC, 06 UTC, 12 UTC and 18 UTC; see Biswas et al., 2018 for more

information about the operational HWRF system).

The RTOFS analysis surface salinity and temperature data used

in this study has hourly and 7-9 km horizontal resolution over our

study area (Mehra et al., 2015). The RTOFS analysis subsurface

variables have 6 hourly resolution and vertical grid cells spaced 2 m

apart from 0-12 m, 5 m from 15-50 m, 10 m from 50-100 m, and 25

m from 100-150 m depth.

Two operationally-issued HWRF runs, initialized at 06 UTC on

September 29th and 30th (HWRF_0929 and HWRF_0930,

hereafter) were obtained following the mission. These

initialization times occurred 10 and 34 hours before the saildrone

was closest to the center of Sam at ~ 9/30 16 UTC (Section 3.1). SST

change near the core of TCs is known to be largely driven by the

wind-driven entrainment of sub-surface water into the mixed layer

(Price, 1981; Black et al., 2007). It follows that coupled-model

simulation of TC-driven SST changes depend on the accuracy of
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the near-surface wind fields. HWRF near-surface wind and track

forecasts have generally demonstrated improved accuracy with

decreasing lead time over the 10 - 34 hour range (see Figures 5

and 6 of Bachmann and Torn, 2021) and tend to offer improved

accuracy at this range (10 - 34 hours) compared runs initialized two,

or more, days out. Thus, by evaluating HWRF results at relatively

short lead time, we are evaluating the model nearer to the time it

was last provided observations and when we expect its ability to

simulate in-storm SST change to be high, compared to longer-

lead forecasts.

The HWRF data obtained for this study has 1.3-2.4 km

horizontal and hourly resolution. To facilitate model evaluation,

the 1-minute saildrone measurements were averaged to the hourly

model time grid and the model output was linearly interpolated to

the hourly mean saildrone position.
2.5 1-Dimensional ocean
model experiments

Forced 1-Dimensional (1D) ocean model experiments were

performed to evaluate the effects of alternately initializing the

model ocean with salinity and temperature from the nearest Argo

profiles, compared to corresponding RTOFS profiles. The

experiments were performed using the K-Profile Parameterization

model (KPP; Large et al., 1994) implemented in the General Ocean

Turbulence Model (GOTM; Burchard et al., 1999). Base-case
FIGURE 4

Geostationary infrared radiation (IR) channel brightness temperature, valid 15 UTC, 30 September 2021. The circle shows the location of SD-1045 in
Hurricane Sam at this time.
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surface forcing was primarily calculated from hourly averaged

saildrone observations and the COARE 3.5 algorithm, with

downward solar radiation estimated from saildrone PAR

measurements, following Garcıá-Rodrıǵuez et al. (2020). The

exceptions were precipitation minus evaporation, which was set

to 0 following RTOFS, and downward longwave radiation; SD-1045

did not measure precipitation or downward longwave radiation,

which was obtained by linearly interpolating GFS data to the

saildrone location. GFS was used to maintain consistency with

RTOFS. The 1D model resolved the 0 to 300 m depth range with 1-

m resolution. Experiments were initialized at 20 UTC the day prior

to intercept (29 September) and produced hourly output. The

sensitivity of the results to the choice of critical Richardson

number (Ric) was tested by using three different settings; the

theoretical value (Ric = 0.25), Ric = 0.235 and Ric = 0.3. The use

of Ric = 0.235 and Ric = 0.3 was motivated by comments from a

reviewer and the study of Reichl et al. (2016), which compared KPP

and large eddy simulation (LES) results in TC conditions and found

that, at 1-m vertical resolution (as used herein), KPP with Ric =

0.235 best matched results from LES run without the effects of

Langmuir turbulence, and KPP with Ric = 0.3 produced SSTs that

tracked the LES experiments that included Langmuir turbulence.

A second set of tests were performed to evaluate the sensitivity of

KPP results to variations in the wind speeds used to calculate the

surface forcing. In this case, the KPPmodel was forced with 6 different

sets of surface forcing. Two were identical to the base case, except with

in-storm wind speeds adjusted by -10% and +10% to evaluate the

effects of the 10% in-storm wind speed uncertainty suggested by the

findings of Ricciardulli et al. (2022). Two other experiments were

forced with in-storm wind speeds increased by up to +25% and +50%.

These larger adjustments were applied to evaluate scenarios in which

the saildrone happened to transect the storm closer to the point,

anywhere in the storm, where maximum wind speeds occurred.

Finally, two other experiments were forced with surface fluxes

sampled from HWRF_0929 along two saildrone transects through

the storm. These transects are described in Section 3.3. Because results

from the first set of tests (Ric sensitivity) showed that the differences in

KPP SST between Argo versus RTOFS initialization were insensitive

to the choice of Ric (Section 3.3), one Ric setting (Ric = 0.25) was used

for the second set of wind speed sensitivity tests.
3 Results

3.1 Storm intercept

Hurricane Sam’s track was forecasted by GFS as early as 21

September when SD-1045 was at ~22.3°N, 61.4°W. Routed to

intercept Sam, SD-1045 traveled 140 km east-northeast over the

next 5 days at an average speed of 0.58 m s-1. The saildrone reached

its preliminary intercept waypoint on 26 September, leaving 4 days

to fine-tune position as subsequent storm track forecasts became

available, which typically become more reliable as lead time

decreases and a TC forms.

Radarsat-2 synthetic aperture radar (SAR) measurements

offered a view of near-surface wind speed at 10 UTC, ~6 hours
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before the saildrone was closest to the center of Sam (Figure 3). At

the SAR collection time, Sam was centered at 21.68°N, 59.33°W, still

130 km from the saildrone’s location, moving in direction 324°

(northwest toward the saildrone) at a speed of 6.3 m s-1 based on

IBTrACS. The eventual minimum distance between the saildrone

and the storm center was 29 km at 1603 UTC based on

interpolation of IBTrACS 3-hourly storm center estimates, and 35

km at 1535 UTC based on interpolation of the two storm center

fixes provided by aircraft reconnaissance at 0540 UTC and 1728

UTC 30 September (Figure 3B).

Aircraft reconnaissance determined the location of maximum

winds in the northeast storm sector to be 30 km from the storm

center at 1728 UTC (Figure 3A). Assuming that a radius of

maximum winds (RMW) of 30 km holds at the time the

saildrone was closest to the storm center, the saildrone was then

either within the RMW by 1 km based on IBTrACS, or 5 km beyond

it based on linear interpolation of the 0540 UTC and 1728 UTC

aircraft center fixes. The following examination of the character of

the observations collected near the core of Sam offers more

information about which parts of the storm were transected.

The maximum 1-minute averaged saildrone wind speed of 40.5

m s-1 was recorded at 1512 UTC 30 September, with gusts to 52.11

m s-1 (Figures 1A and 3B). A measured wind speed of 40.5 m s-1 at

3.0 m height equates to a COARE 3.5 10 m-height wind speed of

47.16 m s-1 (Figure 1B). Gusts reached 56.49 m s-1 two minutes

later. Wind speeds comparatively slowed between 1550 and 1610

UTC (32.93 to 36.24 m s-1) before a second peak of 40.41 m s-1 (2.5

m height) was observed at 1620 UTC. Adjusted to 10-m height, this

second peak equates to 49.04 m s-1.

Between wind speed peaks, PAR increased from an average of

80 mmol s-1 m-2 (1500-1520 UTC), to an average of 234 (1550-1610

UTC), with a peak of 417.0 mmol s-1 m-2 at 1557 UTC (Figure 3B).

From 1630 to 17 UTC, PAR remained below 100 mmol s-1 m-2. This

was during daytime, when measurements under clear skies would

have been much larger (for example, PAR remained above 1785

mmol s-1 m-2 from 15 to 17 UTC on 28 September). Thus, the

comparative reduction in PAR during the storm intercept was likely

caused by convective cloud cover in the eyewall, and the peak at

1557 UTC was indicative of a partial cloud break. That this cloud

break occurred near the time that the vehicle was closest to the

storm center (1535 UTC based on aircraft; 1603 UTC based on

IBTrACS) and between peaks in wind speed (Figure 3B) suggests

that the saildrone collected measurements between the eyewall and

eye, after penetrating the radius of maximum winds. This is

consistent with the storm-relative vehicle tracks presented as part

of the HWRF simulation analysis in the following section (c.f.

Figures 6B, C).
3.2 Observed upper-ocean response to
hurricane Sam

On 30 September 2021, observed SST held near 28.8°C from 00

to 0930 UTC as observed wind speed rose from 8.8 to 16.9 m s-1

(Figure 5A). SST increased by 0.2°C from 0930 to 14 UTC, reaching

29.0°C as wind speed rose above 30 m s-1. Similar SST changes
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relative to a TC center were observed in Sraj et al. (2013). SST

remained above 28.85°C through 1512 UTC as wind speed peaked

for the first time and remained above 28.5°C through 17 UTC.

RTOFS SST at the saildrone location was in relatively close

agreement with the saildrone measurements at the start of the day

(-0.07°C model bias at 00 UTC), but cooled during the first half of

the storm, contrary to observations. The model cold bias reached

0.47°C at 14 UTC. The other two largest cold biases (~0.4°C)

occurred at 13 and 15 UTC.
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SST predicted by HWRF_0929 was quantitatively similar to

RTOFS. For example, the peak HWRF_0929 bias of -0.46°C at 14

UTC is within 0.01°C of the RTOFS bias at that time (Figure 5A).

HWRF_0930 results are also qualitatively similar to RTOFS, except

cooler by ~0.1°C. This suggests that the initial conditions provided

by RTOFS to HWRF largely controlled the in-storm SST behavior

simulated by the ocean component of HWRF.

Effects of model storm track error were evaluated by adjusting

the vehicle-sampling transects to account for the differences
FIGURE 5

(A) Saildrone SST (green), wind speed (gray) and salinity (purple) in Hurricane Sam, with SST from RTOFS (dashed, light blue), HWRF_0929 (light blue)
and HWRF_0930 (dark blue). Sea surface salinity from RTOFS is drawn with a dashed purple line. (B) Upper-ocean temperature (red) and salinity
(blue) from the nearest Argo profile. Yellow shading highlights the halocline discussed in the text. (C) Vertical ocean current shear squared; dashed
yellow line marks the central halocline depth.
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between the HWRF-predicted and IBTrACS storm centers. This

was done by adjusting the vehicle transect through the model storm

by first calculating the time-dependent distances between the

HWRF storm centers and those reported in IBTrACS, then

subtracting those distances (linearly interpolated to hourly HWRF

output resolution) from the saildrone positions used to sub-sample

the HWRF_0929 and HWRF_0930 SST. In this way, the observed

(saildrone-IBTrACS) relationship between storm center and vehicle

location was replicated in the adjusted-transect HWRF sampling.

The adjusted transects are illustrated in panels B and C of Figure 6

and produce similar SSTs to their unadjusted counterparts

(Figure 6A), confirming that the cool bias in HWRF cannot be

attributed to the model track errors.

The closest Argo float profile (AP1; 8.25 days and 158 km from

intercept) reveals a halocline centered at ~25 m depth wherein

salinity increases by 0.36 from 20 m (36.83) to 30 m (37.19;
Frontiers in Marine Science 09
Figure 5B) and potential density increases by 0.169 kg m-2.

Temperature from the surface to 15 m depth is nearly constant at

28.51°C, but then increases by 0.31°C from 15 m to 30 m depth.

Temperature remains above the mixed layer value of 28.51°C until

55 m depth, revealing a 40 m-thick temperature inversion. The

maximum temperature was 28.88°C at 45 m depth. The closest

AXBT (1122 UTC 29 September) also showed a temperature

inversion centered around 30 m depth (Supplementary Figure 2).

The ADCP measurements reveal enhanced shear near the

pycnocline from 04 to 13 UTC (Figure 5C). Evidently, a

pycnocline at the saildrone’s location prevented storm-induced

mixing from entraining much of the warm water below 30 m

during this time. Enhanced shear from the surface to 60-m depth is

evident after ~14 UTC, suggesting entrainment of deeper (warmer)

water into the surface mixed layer began in earnest then. Consistent

with this view, salinity measured by the saildrone rose ~1 unit from
A

B C

FIGURE 6

(A) SST measured by SD-1045 (green curve) and sampled at the saildrone location in HWRF_0929 (light blue) and HWRF_0930 (dark blue). The
dashed SST curves were also produced by sampling HWRF_0929 and HWRF_0930, respectively, after adjusting the transect by subtracting the
differences between the modeled storm centers and those reported in IBTrACS. The original (solid black curve) and adjusted (dashed black curve)
saildrone transects are shown in panels (B, C).
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its 04 - 13 UTC average of 35.6 to a value of 36.5 at 1824 UTC, when

hurricane-strength wind (10 m-height wind speed > 33 m s-1) was

last measured by SD-1045 (Figure 5A). The rise in RTOFS salinity

during this time was much weaker than observed (c.f. dashed and

solid magenta curves in Figure 5A).

These observational results suggest that vertical mixing was

responsible for the maintenance and warming of SST through the

first half of the storm. This hypothesis will be tested in a series of 1D

ocean model experiments in the following section. The alternative

hypothesis, that the mid-storm warming was caused by horizontal

vehicle motion and advection of the SST gradient, will be evaluated

in section 3.4.
3.3 1D Model ocean response

A series of 1D ocean model experiments was performed to

isolate the impacts of upper-ocean initial conditions on the

response to Sam. Two sets of experiments were conducted: in the

first, ocean initial conditions were taken from one of the three

nearest Argo profiles (AP1, AP2 and AP3, hereafter; see Table 1 and

Figure 3A for profile locations). The other set was initialized with

RTOFS profiles sampled at the model grid points and times closest

to the actual Argo profiles. The same surface forcing was applied in

each case.

Mid-storm surface warming, with amplitude and timing similar

to observations, was simulated in the experiment initialized with

AP1 (Figure 7A). The model in this case also simulated enhanced

vertical ocean current shear between 20 m and 30 m depth from ~04

to 13 UTC, in qualitative agreement with the ADCP observations

(c.f. Figure 5C and Supplementary Figure 3).

AP2 and AP3 also exhibit upper ocean haloclines and

temperature inversions (Figure 8; black curves) but with

somewhat different characteristics than AP1: AP2 has a thicker

inversion than AP1 (5 to 65 m) and AP3 has a warmer maximum

temperature (29.05°C at 30 m). The resulting differences in model

output produce a spread in simulated SST that varies in time. The

average spread is 0.12°C between 14 UTC and 16 UTC.

Nonetheless, the Argo-initialized average (black curve in

Figure 7A) resembles the AP1 case in that it exhibits mid-storm

warming with similar amplitude and timing as the observations.

The average model result is a few tenths °C cooler than the

observations during the first half of the storm (Figure 7A). This

discrepancy may be due to spatial and temporal upper ocean

variability (Ryan et al., 2015; Morrison et al., 2016) unresolved by

profiles collected 5-8 days prior to, and 150-300 km away from the

storm intercept.

Similar mid-storm warming is produced in the Argo-initialized

average regardless of which Ric was used (Figure 7C). The amount

of SST cooling seen during the second half of the storm shows a

more noticeable dependence on Ric. For example, KPP SST at 18

UTC is 0.05 °C warmer with Ric = 0.235, and 0.15 °C cooler with

Ric=0.3, than the Ric = 0.25 results. The signs of these later changes

in SST are unsurprising considering that less shear is needed to

decrease the Richardson number (ratio of buoyancy divided by
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vertical shear) below a larger critical value and that, by this point in

the experiment, the vertical mixing is (finally) entraining cooler

water into the mixed layer. The more salient question here is how

the choice of Ric affects the Argo versus RTOFS experiments. This

will be discussed momentarily.

The RTOFS-initialized experiments start, on average, with

nearly the same SST as the mean of the Argo-initialized

experiments and closely track the Argo case over the first hours

of the run (their mean difference is only 0.016°C during 00 - 04

UTC; c.f. solid-black lines in Figures 7A, B). Unlike the Argo case,

however, the RTOFS case does not warm during the storm. Rather,

it cools as the storm approaches, leading to a cold bias, relative to

Argo-initialization, that reaches ~0.4°C near the time of maximum

winds (-0.40°C at 16 UTC; -0.42°C at 17 UTC). A larger net cooling

is also seen in the second half of the storm in the RTOFS case.

Using the smaller (0.235) and larger (0.3) Ric values affected the

RTOFS and Argo initialized experiments similarly (c.f. Figures 7C,

D), with Ric=0.235 and Ric = 0.3 runs both showing small effects in

the first compared to the second half of the storm. The key result in

the second half is that the difference in SST caused by Argo versus

RTOFS initialization proved to be similar regardless of which Ric

was used. This holds during the few-hour interval bracketing the

time that maximum winds (hence, maximum enthalpy fluxes) were

observed by the saildrone. For example, the Ric = 0.235 and Ric =

0.3 experiments yielded RTOFS-initialized cold SST biases that,

averaged 15-17 UTC, were within 1% and 2% of the Ric = 0.25

results, respectively. Evidently, the upper ocean temperature and

salinity biases in RTOFS cause similar cold biases in KPP SST

throughout the range of Ric values evaluated previously by Reichl

et al. (2016) for use in TC simulation.

Sensitivity experiments revealed that similar SST biases (-0.37°C

to -0.41°C) occurred in the RTOFS- compared to Argo-initialized

runs regardless of which set of surface fluxes was applied

(Supplementary Figures 4–6). The cool SST bias of ~0.4°C can

therefore be attributed to the RTOFS ocean initialization.

Comparisons of the corresponding Argo and RTOFS initial

conditions highlight reasons why the RTOFS-initialized runs cool

more readily than the Argo runs: the RTOFS profiles do not exhibit

the temperature inversions or degree of salinity stratification

evident in the Argo observations (Figure 8; red and blue

compared to black curves). In the AP1 case, for example, RTOFS

has virtually uniform temperature from the surface to the start of

the thermocline and lacks the halocline evident in the

measurements between 20 and 30 m depth (Figure 8A).
3.4 Horizontal advection

This section investigates the possibility that a combination of

saildrone movement relative to the horizontal SST gradient and

advection of the SST gradient past the saildrone by the local surface

current caused the maintenance and warming of SST observed by

SD-1045 during the approach of hurricane Sam.

To estimate the effects of vehicle movement on the saildrone

SST measurements, we subsampled the GHRSST and OISST fields
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based on 1-minute SD-1045 position during its intercept of Sam.

We focused on results from gridded-product SST data valid for 27

September because that was the day when the last pre-storm, 1-km

horizontal resolution (relatively high resolution) satellite-based SST

measurements were included in GHRSST in the vicinity of the

intercept. The results of sampling the gridded SST products at the

saildrone position are shown in Figure 9. From the time SD-1045
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reached its pre-storm waypoint at ~09 UTC to the time that 1-

minute SST peaked at ~14 UTC there is not much change in the SST

caused by saildrone movement relative to the background SST

gradient (dashed blue curve in Figures 9A, B). This is in part

because the saildrone did not move very far during this time

interval. For example, the saildrone had a net displacement of

only 1.2 km between 09 and 14 UTC (Supplementary Figure 7) and
A B

DC

FIGURE 7

(A) SST from the Argo-initialized 1D ocean model experiments (Ric = 0.25) and saildrone measurements (light-gray curve). (B) Same as (A), except
RTOFS-initialized. (C) The mean SST from panel (A) and mean SSTs from Argo-initialized runs with Ric = 0.235 and Ric = 0.3. (D) Same as (C), except
RTOFS-initialized.
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stayed within 5 km of its 09 UTC location during this time. Thus,

there would have needed to be a rather strong SST gradient in this

region to cause the observed warming, and such a gradient is not

evident in the available gridded SST data.

We also estimated the change in temperature due to advection

of the local SST gradient using the same GHRSST and OISST

gridded-products discussed above and the uppermost (6m depth)

ADCP current measured by the saildrone. The time-integral of this

temperature advection term has been added to the gridded-product

SST results in Figure 9 (solid-blue curves). Inclusion of this term

does not change the result that the warming observed during the

storm cannot be explained by the estimated effects of vehicle motion

and temperature advection. For completeness, we repeated this

analysis using SST gridded-products valid for the 28th and 29th of

September and found qualitatively similar results (i.e., little SST

change due to vehicle motion and horizontal temperature advection

from 09 - 14 UTC; not shown). Gridded SST data for the 30th was

not considered because of the likelihood that they incorporated in-

storm and post-storm measurements that would be substantially

altered by the storm overpass relative to the period of main interest

here (i.e., storm approach to mid-overpass).
3.5 Enthalpy flux

To quantify the impacts of the operational RTOFS and HWRF

SST biases on the estimation of air-sea heat fluxes, we compared

four sets of enthalpy fluxes. In the first, the enthalpy flux is

calculated using saildrone observations of wind, SST, air

temperature and relative humidity. The other three sets use the

same meteorological parameters, but substitute RTOFS,

HWRF_0929 or HWRF_0930 output for the observed SST.

Saildrone SST produces the largest ocean-to-air difference in

specific humidity (Dq) and temperature (DT) and, therefore, the

largest enthalpy flux (Figure 10A). Using simulated SST reduces the

flux by up to 120-160 W m-2, depending on whether RTOFS,

HWRF_0929 or HWRF_0930 is chosen. HWRF_0930 exhibits the

largest surface cold bias and, therefore, the largest enthalpy flux bias

(Figure 10B). Averaged between the peaks in wind speed at 1512
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UTC and 1620 UTC, the use of forecasted rather than observed SST

produces a 12-17% drop in enthalpy flux. Averaging over other

high-wind intervals yields similar results (e.g., 1430-1630 UTC also

yields a 12-17% drop). Together, these results suggest that the

model surface temperature errors, which peaked near the time of

maximum winds, likely caused surface enthalpy flux to be reduced

by 12-17% in the HWRF simulations.
3.6 Potential intensity

A theoretical framework for relating air-sea enthalpy flux (Fk) in

the eyewall of a TC to its potential intensity has been proposed by

Emanuel (2003) and evaluated by D’Asaro et al. (2007) using the

formulation:

V3
max ≈ Fk  

Ts − To

  r  Cd  To

Here, inputs of r   in kg m-3 and SST (Ts) and tropospheric

outflow temperature (To) in Kelvin yield maximum sustained 10-m

wind speeds (Vmax) in m s-1. We estimate To = 200°K based on the

minimum infrared radiation-channel brightness temperatures

(Knapp, 2008) seen in Sam around the time maximum winds

were measured by SD-1045 (15 UTC; Figure 4). The 12-17% drop

in Fk caused by substituting forecasted for observed surface

temperatures equates to reductions in Vmax of 4-6% from the

observation-based value of 49.5 m s-1.

Pasch and Roberts (2022) report that, after reaching maximum

strength on 26 September, Sam weakened during an eyewall

replacement cycle on the 27th and 28th and then moderately

restrengthened on 30 September and 1 October (c.f. Figure 11).

Specifically, from the day prior (29 September) to the day after (1

October) the intercept, the Vmax of Sam increased by 13% based on

IBTrACS. This constitutes an average daily increase of ~6.5%,

which is close in magnitude to the drop in Vmax theoretically

attributable to the near-eyewall cold biases in HWRF SST. These

findings motivate the hypothesis that one reason for the lack of a

multi-day increase in intensity in the HWRF_0929 and

HWRF_0930 forecasts is that the cold biases in HWRF SST
A B C

FIGURE 8

(A) AP1 upper-ocean temperature (left) and salinity (right). (B) same as (A), except for AP2. (C) Same as (A) except for AP3.
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unrealistically limited the enthalpy fluxes simulated in HWRF near

the eyewall.

This hypothesis assumes that the cold SST biases revealed by the

near-eyewall saildrone measurements were representative of model

biases near the core of Sam during its restrengthening on 30

September and 1 October. Although having only a single vehicle

transect limits our ability to assess the validity of this assumption, a

couple of factors support the representativeness of the saildrone

measurements in this case. One is that similar SST biases were

produced in the 1D model experiments regardless of which set of

surface fluxes were applied. This suggests that the development of a

cold bias in HWRF SST depends less on the details of the in-storm

surface fluxes than the lack, in the model system, of upper ocean

salinity stratification and temperature inversions resembling the

nearest Argo profiles. That the center of Sam passed<50 km from

the locations of AP1 and AP2 on 30 September (at 21 and 05 UTC,

respectively) supports the assumption that Sam encountered such

upper-ocean conditions on the 30th to the extent that the

temperature inversions and the associated haloclines seen in the

Argo measurements held from the time the profiles were collected to

intercept (5-8 days). Efforts to improve our understanding of actual

temporal and spatial variability of temperature inversions in TC

prone regions (c.f., Mignot et al., 2012) would improve our ability to

quantify this uncertainty, and by extension, the effectiveness of our

observing system. This may provide fertile ground for future study.
3.7 Regional distribution of
temperature inversions

To better understand the likelihood that a TC would encounter

an upper-ocean temperature inversion elsewhere in the study

region (i.e., away from the intercept), the 263 Argo profiles
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collected between 15 September - 31 October 2021, 13°N-30°N,

and 70°W-50°W were evaluated. Inversions were identified by

screening for subsurface temperatures that exceeded the 0 – 10 m

depth average temperature by the 0.03°C uncertainty level, or

greater. 29% (77 of 263) of the profiles in the study region

exhibited inversions (Figure 12). The maximum subsurface

temperature exceeded the 0 - 10 m average temperature by up to

0.75°C, with an average of 0.26°C over the 77 profiles with

inversions. Evidently, the potential for TC-driven vertical mixing

to cause SST warming was not unique to the Argo profiles nearest

the saildrone intercept. This suggests that in-storm RTOFS and

HWRF SST biases, like those identified here, may affect a substantial

portion of TC simulations over the broader study region.
4 Discussion

Storm intercept logistics, Radarsat-2 winds, IR brightness

temperature from geostationary satellites and the character of the

saildrone observations collected in Hurricane Sam led us to

conclude that the saildrone traversed the northeastern-to-eastern

eyewall of Sam, consistent with initial assessments of Foltz et al.

(2022) and (Zhang et al. (2023). This part of the storm was targeted

because it is where maximum surface wind speeds typically occur

and, correspondingly, where positive feedbacks between wind speed

and air-sea enthalpy flux typically extract the most energy for TC

intensification (Emanuel, 2003).

Observed surface temperatures held steady or warmed ahead of

the TC center and dropped by an atypically small amount in the

rear region of the storm after the passage of the storm center (Price,

1981; Cione et al., 2000; LLoyd and Vecchi, 2011; Sraj et al., 2013;

Zhang et al., 2017). RTOFS and HWRF predicted cooling

throughout the storm, which increased their cold biases from
A B

FIGURE 9

(A) The dashed blue curve shows the result of sampling pre-storm GHRSST data (valid 27 September) at the saildrone location to estimate the effects
of vehicle motion on the saildrone SST measurements. The solid blue curve shows the result of adding the estimated effects of advection of the SST
gradient past the saildrone location. Saildrone SST (green curve) has been overlaid with an offset that makes it initially (00 UTC) match the blue
curve. The offset was applied to facilitate comparison. (B) Same as (A) except based on OISST.
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A

B

FIGURE 10

(A) Surface enthalpy flux calculated using observed atmospheric parameters and SST from saildrone observations (green curve), HWRF_0929 (light-
blue curve), HWRF_0930 (blue curve) and RTOFS (dashed curve). (B) Difference between the observational and model results shown in Panel (A).
FIGURE 11

(A) Hurricane Sam maximum sustained wind speed at 10 m height from IBTrACS (black curve), HWRF_0929 (light blue curve) and HWRF_0930 (dark
blue curve). The dashed vertical lines denote the SD1045-Hurricane Sam intercept period between wind speed peaks. The yellow shading is in
between the times at which the center track of hurricane Sam was closest to the locations of AP1 (45.7 km; Table 1) and AP2 (25.8 km).
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initial magnitudes of ~0.1°C to a peak of ~0.5°C near the time that

strongest winds were observed.

Pre-storm Argo profiles exhibited upper-ocean temperature

inversions capped by haloclines that were not apparent in

RTOFS. This discrepancy explains why surface temperature

maintenance and warming was simulated in the Argo-initialized

1D ocean model experiments but was not simulated in the RTOFS-

initialized cases.

The 1D-model mean surface temperature difference (Argo minus

RTOFS) increased from ~0.0°C at the start to ~0.4°C mid-storm.

Thus, the 1D experiments capture the surface temperature bias (0.5°

C) identified by saildrone measurements near the eyewall once the

initial biases (0.1°C operational; 0.0°C 1D) are considered. The ~0.5°

C cold biases that developed near the eyewall in the HWRF forecasts

(identified by the saildrone) can be primarily attributed to the lack of

realistic, pre-storm, upper ocean structure in RTOFS (identified by

Argo). This type of model validation demonstrates the potential

utility of combining subsurface (Argo or glider) and near-surface

(saildrone) monitoring in the hurricane environment.

The cold biases simulated in HWRF peaked near the eyewall,

where they likely caused surface enthalpy flux to be reduced by 12-17%.

This reduction accounts for a 6% reduction in potential intensity

(Emanuel, 2003) compared to evaluation with observations. Hurricane

Sam intensified by approximately this amount near the time it passed

over the saildrone (Pasch and Roberts, 2022). HWRF failed to capture

the observed multi-day intensification. We hypothesize that the pre-

storm upper ocean structure contributed to the observed

intensification, and thereby, the notable longevity of Sam. The

absence of intensification in HWRF may be, at least in part,

attributable to the lack of temperature inversions and haloclines in
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RTOFS initial conditions. Coupled model experiments, however, will

be needed to validate this hypothesis.

Typically, the tropical ocean is stratified by temperature so that

storm-driven vertical mixing cools SST (Price, 1981; Price et al.,

1986), reducing the potential intensity of storms. Reduced cooling

during storm overpass owing to salinity stratification has been

documented previously and associated, in this part of the ocean,

with freshwater input from the Amazon and Orinoco Rivers (Ffield,

2007; Balaguru et al., 2012; Reul et al., 2014; Rudzin et al., 2019).

Less attention has been paid to the implications of the upper-

ocean conditions described here, in which a pre-storm halocline

separates a warmer subsurface from a colder surface layer. The

continuous saildrone observations of SST in Sam confirm that

warming occurred near the eyewall, and our analysis clearly

attributes this to the prevailing upper-ocean temperature inversion,

which was not captured in RTOFS even though it was evident in the

nearest Argo and AXBT profiles. Temperature inversions were

evident in 29% of the Argo profiles collected in the broader study

region implying that the potential for an approaching TC to drive

surface warming via vertical mixing was not limited to the intercept

vicinity. Together, these results suggest that enhancing the regional

upper-ocean observing system and improving the fidelity with which

the observations are assimilated into ocean data assimilation systems

could directly benefit Atlantic and Caribbean TC intensity forecasts.
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